Millennium Technical Report 9601; University of Sussex Technical Report CSRP434

Creatures. Artificial Life Autonomous Software Agents for Home Entertainment

Stephen Grand, Millennium Interactive_td, Quern House, Mill Court, Cambridgd,K., stepheng@cyberlife.co.uk
Dave Cliff, Cognitive and Computing Sciences, UniversitysassexBrighton BN1 9QHU.K., davec@cogs.susx.ac.uk
Anil Malhotra, Millennium Interactive_td, Quern House, Mill Court, Cambridgd,K. anil@cyberlife.co.uk

Abstract

This paper gives atechnical description of Creatures,
a commercial home-entertainment software package.
Creatures provides a simulated environment in
which exist a number of synthetic agents that a user
can interact with in real-time. The agents (known as
“creatures’) are intended as “virtual pets’. The
internal architedure of the aeatures is inspired by
animal biology. Each creature has a neural network
responsible for sensory-motor coordination and
behavior seledion, and an “artificial biochemistry”
that models a smple energy metabdism along with a
“hormonal” system that interacts with the neural
network to model diffuse modulation of neuronal
activity and staged ontogenetic development. A
Hebbian learning mechanism alows the neura
network to adapt during the lifetime of a creature.

Additionally, bath the network architedure and
detail s of the biochemistry for a creature are spedfied
by a variable-length “genetic” encoding, allowing for
evolutionary adaptation through sexual reproduction.
Creatures, available on Windows95 and Macintosh
platforms from late 1996 offers users an opportunity
to engage with Artificial Life technologies. In
addition to describing technical details, this paper
concludes with a discusson of the scientific
implications of the system.

1. Introduction

Autonomous Dftware agents have significant potential for
application in the entertainment industry. In this paper, we
discuss an interactive entertainment product based on
techniques developed in Artificia Life and Adaptive
Behavior research (e.g. Brooks and Maes 1994 Cliff et a
1994. The product, called Creatures, all ows human users
tointeract in real-time with synthetic agents which inhabit
a closed environment. The agents, known as “creatures’,
have artificial neural networks for sensory-motor control
and learning, artificial biochemistries for energy
metabdi sm and hormonal regulation of behavior, and bath
the network and the biochemistry are “genetically”
spedfied to alow for the posshility of evolutionary
adaptation through sexual reproduction.

Although a commercial product,” we believe aspeds of
Creatures will be of interest to the science and
engineaing communities. This paper discusss the most

! Creatures was developed by Mill ennium Interactive Ltd and is published
by Warner Interactive and Inscape. The re Artificial Life tedniques
developed by Millennium for use in Creatures are referred to as
CyberLife®. The CyberLife Web site isittp:/Mww.cyberlife.co.uk/
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significant aspeds of the product relevant to autonomous
agent researchers. The product, available in North
America and Europe from late 1996 runs in real-time on
Windows95 (486/66Mhz) and Macintosh platforms.

Sedion 2 dscusses related work. Sedion 3 presents a
description of technical aspeds of Creatures, and Sedion
4 concludes with some speadlative cmments on the
possible scientific impact of the product.

2. Related Work

2.1 Autonomous Agentsfor Entertainment

Here we briefly summarize work in Artificial Life and
Adaptive Behavior research that is relevant to Creatures.
For background discusson and description of a seledion
of other entertainment-oriented research projeds, see
(Maes 1995).

Seminal work by Reynolds (1987 established the
posshility of using autonomous agents for behavioral
animation, a technique which allows movie sequences
showing behavior in synthetic agents to be produced with
the human animator giving only broad “choreographic”
commands, rather than detailed frame-by-frame pose
spedfications. Subsequent related projeds, such as that by
Terzopolous e a (1994, where faithful kinematic
simulations of fish are modeed with impressve visual
acauracy and considerable biological plausibility in the
behavioral control, have shared with Reynolds original
work a reliance on skill ful manual design of the agent's
physical morphology, behavioral control mechanism, or
bath. This can often require a significant investment of
skilled labor.

Faced with the difficult task of designing lifelike
synthetic agents for entertainment applications, several
researchers have drawn inspiration from biology. For
example, Blumberg (1994 has developed a behavioral
control mechanism inspired by findings in ethology (the
science of anima behavior) which is used to control a
synthetic dog that inhabits a 3D software environment,
interacting with a human user and with other virtual
agents and objects in the environment.

Other researchers have worked on developing
techniques that reduce the reliance on skilled labor by
incorporating some type of automatic adaptation or
learning mechanism in the agent software. Reynolds
(1999 has explored the use of genetic programming
(Koza 1992, a technique related to genetic algorithms
(Goldberg 1986, to develop control programs for
synthetic agents moving in 2D worlds with simplified
kinematics. Sims (1994 has employed similar artificial
evolution techniques to develop bah the physica
morphology and the artificial neural network controllers
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for synthetic autonomous agents that inhabit a 3D world
with realistic kinematics. There is also a large body of
work on learning in artificial neural networks (see eg.
Rumelhart andcClelland 1986).

2.2 Other Relevant Entertainment Products

Publications in the scientific literature describing
commercial interactive entertainment software products
arerare, so the dtationsin this sdion are to promotional
material available on the world-wide-web.

One of the first pieces of entertainment software
explicitly promoted as drawing on Artificial Life research
was SimLife by Maxis, released in 1993(Maxis, 1995. In
esence SimLife allowed a user to olbserve and interact
with a “smulated ecsystem” with a variable terrain and
climate, and a variety of spedes of plant life, herbivorous
animals, and carnivorous animals. The ewosystem was
simulated wsing cdlular automata techniques, and so
makes little use of autonomous agent techniques.

More recet products have had stronger links to
autonomous agent research. Another Maxis product, El-
Fish, was presented as an "eledronic aguarium" where
users could design and breed virtual tropical fish which
could then be observed swimming in a virtual fishtank.
The similarities between this product and the work of
Terzopolos et al (1994) are manifest.

It should also ke noted that Maxis pioneered the mncept
of “software toys’ as opposed to “computer games’. The
metaphor of “toy” rather than “game’ is intended to
highlight a different style of interaction: a game is usualy
played in one (extended) sesson, until an “end condition”
is reached, and a score or high-score is awarded; in
contrast, use of a toy does not imply a score or an aim to
achieve some end-condition, and interaction with atoy isa
more creative, ongoing, open-ended experience.

Subsequently, PRMagic Inc. (PRMagic 1996 has
released two products, Dogz and Catz which give users on-
screen animations of virtual pets based on dogs and cats.
Users can interact with their virtual pets and train them to
perform simple tricks. There is me similarity between
these products and Blumberg's work mentioned above.
Two products announced but not released at the time of
writing are Fin-Fin by Fujitsu Interactive Inc. (Fujitsu
1996 and Galapagos by Anark (Anark 1996. Of the two,
Galapagos has gronger links to Artificia Life, involving
a 3D kinematically realistic model of a six-legged agent in
a 3D mazelike environment with an adaptive neural-
network-like ntroller based on Anark's proprietary
“NERM” (Non-stationary Entropic Reduction Mapping)
technology. The Fin-Fin product involves 3D rendering of
a hybrid dolphin/bird creature which the user can engage
in simple interactions with via aspedalized input device
combining a proximity detedor with a microphone which

detects amplitude and pitch of nearby sounds (e.g. voices).

All of Dogz, Catz, Fin-Fin and Galapagos are
presented as involving Artificial Life technologies, but
none of them (yet) employ genetically encoded neural
network architedures or artificial biochemistries as used

in Creatures, which we describein Sedion 3. Nor do they
alow for the development of “culture” in communities of
artificial agents, a posshility with Creatures which we
discuss in Section 4.

3. Creatures

The aeatures inhabit a “two-and-a-half dimensiona”
world: effedively a 2D platform environment with multi-
plane depth cueing so that objeds can appear, relative to
the user, to be in front of or behind each other. On a
typical Windows95 system, the world measures
approximately 15 screens horizontally by 4 screens
vertically, with the window scrolli ng smoathly to follow a
seleded creature. Within the world there are a number of
objeds which the aeature @n interact with in a variety of
ways. The system has been written using objed-oriented
programming techniques: virtual obeds in the world such
astoys, food, etc. have scripts attached that determine how
they interact with other objeds, including the aeature
agents and the satic parts of the ewironment. Some
objeds are “automated”, such as elevators which rise/fall
when a button is pressed. Other objeds and environments
may be added later. A screenshot showing a view of part
of the world is shown in Figure 1.

& Cicatuies Bl

Ele World Testng Log “iew Camera Tools Moms Help

4 < 2| @ [ m| ®|uel g Lluidlel R

V.

‘ L L

[TINOW ™7

Faor Help, press F1

Figure 1: Screenshot showing a view onto part of the Creaturesworld

When the user's mouse pointer is anywhere within the
environment window, the pointer changes to an image of a
human hand. The user can move objeds in the
environment by picking them up and dropping them, and
can attract the attention of a creature by waving the hand
in front of it, or by stroking it (which generates a positive,
“reward” reinforcement signal) or dapping it (to generate
a negative, “punishment” reinforcement signal).

A typical creature is down in Figure 2. All creatures
are bipedal, but minor morphological details such as
coloring and hair type are genetically spedfied. As they
grow older, the on-screen size of the aeature increases, up
until “maturity”, approximately one third of the way
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through their life. The lifespan of each creature is
geneticaly influenced: if a creature manages to survive to
old age (measured in game-hours) then senescence genes
may bewme active, killi ng the adeature. The aeature has
simulated senses of sight, sound, and touch. All are
modeled using semi-symbdic approximation techniques.
For example, the simulation of vision does not involve a
simulation of optics or processng of retinal images.
Rather, if a certain obed is within the line of sight of a
creature, a neuron representing the presence of that ohjed
in the visual field becomes active. Such approximations to
the end-result of sensory processng are fairly common in
neural network research. Sounds attenuate over distance
and are muffled by any objeds between the aeature and
the sound-source An objed can only be seen if the
creature's eyes are pointing in itsdiredion. Thereisaso a
simple focus-of-attention mechanism, described further
below.

Figure 2: Close-up of two creatures

Creatures can learn a smple verb-objed language, ether
via keyboard input from the user, or by playing on a
teaching-machinein the environment, or from interactions
with other creatures in the environment. On typical target
platforms, up to ten creatures can be active at one time
before serious degradation of response-time ocaurs. The
following sedions describe in more detail the neura
network, biochemistry, and genetics for the creatures.

3.1 Neural Network

Each creature's brain is a heterogeneous neural network,
sub-divided into oljeds called ‘lobes’, which define the
eledrical, chemical and morphological characteristics of a
group of cdls. Cellsin each lobe form connedions to ane
or more of the cdls in up to two aher source lobes to
perform the various functions and sub-functions of the net.
The network architedure was designed to be biologically
plausible, and computable from the ‘ battom-up’, with very
few top-down constructs.

The initial model contains approximately 1,000
neurons, grouped into 9 lobes, and interconneded through
roughly 5,000 synapses. However, al these parameters are
genetically controlled and may vary during later
phylogenesis.

Lobe 1
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Figure 3: Sample inter connections between lobes
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3.1.1 Structure

The structure of the neural architedure was designed to

comply with several criteria:

e it must be very efficient to compute (a world with ten
creatures requires the processng of some 20,000
neurons and 10Q000 synaptic cnnedions every
seand, in addition to the load imposed by the display
and the rest of the system).

e it must be @pable of supporting the planned brain
model, i.e. the neural configuration which controls the
first generation of creatures.

e it must be @pable of expressng many other possble
neural models, besides the planned one.

* it must not be too lrittle—mutation and recombination
should have a fair chance of constructing new systems
of equal or higher utility than those of the parents.

Neurons. All the neurons within a single lobe share the

same daracteristics, but these daracteristics can vary

over a wide range of possble behaviors. Some aspeds of
the neurons dynamics are smple parameters, whil e others
are defined as expressons. All of these factors are
controlled genetically during the nstruction of a lobe.
The parameters of a neuron are as follows:-

Table 1 Neuron Parameters

Type 1/2 inputs | Each cell may possess 0, 1 or 2 clas
of input dendrites, each feeding

signals from a different source lobe

Ses

State Internal state, computed from
genetically defined expression
Threshold Output = (State>Threshold) ? State | 0
Relaxation Rate | Exponential recovery rate from
current State towards Rest State
Rest State Natural State value whamperturbed
Input gain modulates inputs
State Function() | Expression to compute new State frgm
(SVRule) input signals

A neuron’s internal state is computed via agenetically
defined function known as a State-Variable Rule, or
SVRule. SVRules are awmposed of interpreted opcodes
and operands, and are also used to control several aspeds
of synaptic behavior. An SVRule expresson is designed to
be interpreted extremely rapidly, and also to be non-brittle
and fail -safe—genetic mutations can never cause syntax
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errors. SVRules can compute new state values in many
ways (see Table 2). Many of these possble functions go
well beyond the present neels of the ‘brain model’, but are
provided in order that a powerful tod-kit is avail able for
future man-made or evolutionary improvements to the
system.

Table 2 SVRule examples

state PLUS typeO
Sum of inputs is added to previous state

state PLUS typeO MINUS typel
TypeO inputs are excitatory and typel are inhibitoly

andedO
State is 2um of typeO inputs or zero if not al inputs
are firing. Previous state is ignored

state PLUS typeO TIMES chem?2
State is raised by current input modulated by chemo-
receptor

After a neuron’s State is computed, a ‘relaxation’
function is applied to it, which exponentialy returns it
towards a definable ‘rest state’. One important use of this
relaxation function is
to act as a damping
mechanism, since the
further the neuron’s
state gets  from
equili brium, the faster
it rlaxes, and so the
harder it bewmmes to
disturb it further. This
tension between input
and relaxation not
only keeps the system
reasonably stable, but
can also provide an integration of input signals, such that
the state of the neuron refleds bath the intensity and the
frequency of the stimuli.

Dendrites. Each neuron is fed by signals from one or
more dendrites. Each cdl may carry one or two different
classs of dendrite, each with different characteristics and
source lobes, thus allowing for the integration of different
types of data. The main parameters for a dendrite/synapse
are as follows:-

Relaxation

threshdd

Figure 4: State Relaxation

Table 3 Dendrite Parameters

STW Short-term weight, used to modulate
input signals
LTW Long-term weight. Acts as rest state f

STW and provides statistical respons
to reinforcement

[¢)

STW relaxation| Rate at which STW relaxes back

rate towards LTW
LTW relaxation | Rate at which LTW rises towards ST\
rate

Susceptibility Current susceptibility to reinforcemen

Susceptibility Half-life of Susceptibility parameter

relaxation rate

4

Strength Controls dendrite migration
Reinforcement | Expression to compute changes in
SVRule STW

Susceptibility Expression to compute changes in
SVRule sensitivity to reinforcement
Strength gain | Expression to compute Strength
SVRule increase

Strength loss Expression to compute atrophy
SVRule

The signal arriving at the synapse is modulated by the
Short-term Weight to provide an output value. A rise in
STW can be triggered by a reinforcement SVRule usually
in response to activity at a chemo-receptor. After
disturbance bath the STW and the LTW relax
exponentially towards other, with the LTW being the
sower. The STW therefore reacts grongly to individual
reinforcement episodes, while the LTW effedively
computes a moving average of many STW disturbances: if
a creature meds with situation X and finds that its chosen
course of action was undesirable, then it should
immediately be strongly disinclined to repeat the action,
espedally as many of the incentives to do so may ill be
present. However, situation X may not always be as bad as
first experience suggests, and so the aeature's long-term
interpretation should be less sweeping.

Dendritic Migration. The initial wiring is defined at
birth according to a small number of genetic rules.
Generally, neurons attempt to conned from one lobe to
another in a dired spatiad mapping, with multiple
dendrites fanning out in a spedfied distribution to ether
side of the optimum source cdl (seeFigure 1). After birth,
however, individual dendrites may migrate and form new
connedions (always within the same source lobe).
Periodically, a Strength value dhange is computed for each
synapse using SVRules, often in response to chemical
changes. If the Strength falls to zero, the dendrite
disconneds and foll ows the appropriate rule about how to
find a new connedion. These migration rules were dosen
in order to fulfill the requirements for the initial brain
model. It was hoped that a more general scheme culd be
invented, but this was not possble in the time avail able.
An extra migration function, involving a survival-of-the-
fittest competiti on between cdl s for theright to represent a
particular input pattern, was implemented as part of the
model’s generalizaion system, but has caused problems
and so is currently left disconnected.

3.1.2Brain Model

The abowe architedure is a generali zed engine for neuron-
like @mputation, whose drcuitry can be defined
genetically. This sdion describes the spedfic model
which has been superimposed onto the system to
implement the first generation of creatures.
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Figure5: Brain Model

Attention. Some of the neural circuits are devoted to
relatively minor tasks. For example, two lobes are used to
implement an attention-direding mechanism. Stimuli
arriving from objedsin the environment cause a particular
cdl to fire in an input lobe (where each cdl represents a
different class of ojed). These signals are mapped one-
on-one into an output lobe, which sums the intensity and
frequency of those stimuli over time. Smulated latera
inhibition allows these cdls to compete for control of the
creature’s attention. The aeature’'s gaze (and therefore
much of his snsory apparatus) is fixed on this obed, and
it becomes the redpient for any actions the aeature
choases to take. Such a mechanism limits creatures to
“verb oljed”, as opposed to “subjed verb oljed” modes of
thought, but serves to reduce sensory and neurad
processng to acceptable levels, since the net need only
consider one object at a time.

Decison Making. The bulk of the remaining neurons
and connedions make up threelobes: a ‘perception’ lobe,
which combines sveral groups of sensory inputs into ane
place a large region known as Concept Space in which
event memories arelaid down and evoked; and a small but
massvely dendritic lobe @lled the Dedsion Layer, where
relationship memories are stored and action dedsions get
taken. The overall modd is behaviorist and based on
reinforcement by drive reduction.

Cdls in Concept Space are smple pattern-matchers.
Each has one to four dendrites and computes its output by
ANDing the analog signals on its inputs, which come via
the Perception lobe from sensory systems. Each therefore
fires when all of its inputs are firing. These cdls are
randomly wired at birth, but seek out new patterns as they
occaur. Oncea cdl has committed to a particular pattern, it
remains conneded wntil its dendrites strengths all fall to
zero. A biochemical feedback loop and two SVRules
attempt to maintain a pod of uncommitted neurons while
leaving ‘useful’ (i.e. repeatedly reinforced) cdls conneded
for long periods. The Perception lobe has around 128
sensory inputs, and so the total number of cdls that would
be required to represent al posshle sensory permutations
of up to four inputs is unfeasbly large. This
reinforcement, atrophy and migration mecdhanism is
designed to get round this problem by recording only the
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portion of input space which turns out to be relevant.
There are a number of problems assciated with this
approach, but on the whole it works.

The Dedsion layer comprises only 16 cdls, each
representing a single posshble action, such as “activate it”,
“deactivate it”, “walk west”, and so on, where “it” is the
currently attended-to oljed. The Dedsion neurons are
highly dendritic and feed from Concept Space The
dendrites’ job is to form relationships between Concept
cdls and actions, and to rewrd in their synaptic
weightings how appropriate each action is in any given
sensory circumstance.

An SVRule on each dendrite deddes the aurrent
synaptic ‘susceptibility’, i.e. sensitivity to modulation by
reinforcers. This is raised whenever that dendrite is
conducting asignal to a cdl and that cdl isfiring (i.e. the
connedion represents bath a ‘true’ condition and aso the
current action). It then decys exponentialy over time.
Synapses are therefore sensitized when they represent
relationships between current sensory schemata and the
latest action dedsion, and remain sensitive for a period in
order to respond to any share of a more-or-less deferred
reward or punishment.

There are not enough dendrites to conned every action
to every Concept cdl, and so these dendrites are aso
capable of migrating in search of new sources of signal.
Again a biochemical fealback logp controls atrophy, while
repeated reinforcement raises strength.

Dedsion cdls sim their inputs into their current state
(in fact they sum their type O inputs (excitory) and subtract
the sum of their type 1 (inhibitory) inputs). The relaxation
rate of Dedsion cdls is moderate, and so each cdl
acaumulates a number of nudges over a short period, based
on the number of Concept cdls which are firing, plus their
intensity. The strongest-firing Dedsion cdl is taken to be
the best course of action, and whenever the winner

changes, the creature invokes the appropriate action script.

Generalization. Becuse Concept Space seeks to
represent al the various permutations of one to four inputs
that exist within the total sensory situation obtaining at a
given moment, the system is capable of generalizing from
previously learned relationships to novel situations. Two
sensory situations can be deemed related if they share one
or more individual sensory features, for example situation
ABCD, which may never before have been experienced,
may evoke memories of related situations uch as D, ABD,
etc. (athough not BCDE). Each of these sub-situations
represents previously learned experience from one or more
related situations and so each can offer useful advice on
how to react to the new situation. For example, “I find
myself looking at a big, green thing with staring eyes,
which I’ ve never seen before. | remember that going upto
things with staring eyes and kissng them is not a good
idea, and that hitting big things, particularly big, green
things, doesn’t work well ether. So, al in all, I think I'll
try something else this time” Of course, if the new
situation turns out to have different qualities from
previously experienced sub-situations (an ‘exception to the
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rule’), then bath the new, total ‘concept’ and the
previoudy learned sub-concepts will be reinforced
acoordingly. As long as super-concepts fire more strongly
than sub-concepts, and as long as reinforcement is
supgied in proportion to cdl output, the aeature @n
gradudly learn to discriminate between these acquired
memories and so form ever more useful generalizations for
the future.

Learning. Delayed-reinforcement learning is provided
by changes to Dedsion Layer short-term weights in
response to the existence of either a Reward chemical (for
excitatory synapses) or a Punishment chemica (for
inhibitory ones). These demicals are not generated
diredly by environmental stimuli but during chemical
reactions involved in Drive level changes. Each creature
maintains a set of chemicals representing ‘drives’, such as
“the drive to avoid pain”, “the drive to reduce hunger”,
and so an. The higher the mncentration of each chemical,
the more pressng that drive. Environmental stimuli cause
the production of one or more drive raisers or drive
reducers. chemicals which react to increase or deaease the
levels of drives. For example, if the aeature takes a
shower by activating a shower ohjed, the shower might
respond by reducing hotness and coldness (normalizing
temperature), deaeasing tiredness and increasing
seepiness Drive raisers and reducers produce Punishment

and Reward chemicals respectively through the reactions:

DriveRaiser— Drive + Punishment
DriveReducer + Drive» Reward

Drive reduction therefore increases the weights of
excitatory synapses while drive increase reinforces
inhibitory ones. Of course, reducing a non-present drive
has no effed, and so the balance of punishment to reward
may reverse. Thus, many actions on oljeds can return a
net punishment or a net reward, according to the
creature's internal state at the time. Creatures therefore
learn to eat when hungry but not when full.

The brain model is not an ambitious one, and severely
limits the range of cognitive functions which can arise. It
is aso primitivdy Behaviorist in its reinforcement
mechanism. However, it serves its purpose by providing a
learned logic for how a creature chooses its actions, and
doesn’'t suffer from too many non-life-like side dfeds: its
in-built generalization mechanism reduces arbitrarinessin
the face of novelty, and the dynamical structure, albeit
damped and close to equili brium, produces a satisfactorily
complex and believable sequence of behaviors,
surprisingly freefrom limit cycles or irretrievable @llapse
into anattractor.

3.2 Biochemistry

Central to the function of the neural net is the use of a
simplified, smulated biochemistry to control widespread
information flow, such as internal feedback logps and the
external drive-control system. This mechanism is aso
used to simulate other endocrine functions outside the
brain, plus a basic metabdism and a very smple immune
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system. The biochemistry is very straightforward and is
based on four classes of object:

Chemicals. These are just arbitrary numbers in the
range 0 to 255 each representing a different chemical and
each aswociated with a number representing its current
concentration. Chemicals have no inherent properties—
the reactions which each can undergo are defined
genetically, with no restrictions based on any in-built
chemical or physical characteristics of the moleailes
themselves.

Emitters. These cemicals are produced by Chemo-
emitter ohjeds, which are genetically defined and can be
attached to arbitrary byte values within other system
objeds, such as neurons in the brain or the outputs of
sensory systems. The locus of attachment is defined by a
descriptor at the start of an emitter gene, representing
‘organ’, ‘tisu€’ and ‘site’, followed by codes for the
chemical to be amitted and the gain and other
characteristics of the emitter. Changes in the value of a
byte to which an emitter is attached will automatically
cause the emitter to adjust its output, without the de
which has caused the thange neeling to be aware of the
emitter’s existence.

Reactions. Chemicals undergo transformations as
defined by Reaction objeds, which spedfy a reaction in
the form ;A + [|B] = [«C] + [D], where jjx determine
ratios. Most transformations are alowed, except for
‘nothing = something’, for example:

A+B-> C+D normalreaction with two products
A+B->C ‘fusion’

A - nothing exponential decay

A+B—> A+ C catalysis (A is unchanged)
A+B>A catalytic breakdown (of B)

Reactions are not defined by immutable chemical |aws but
by genes, which spedfy the reactants and reaction
products and their proportions, along with a value for the
reaction rate, which is concentration-dependent and
therefore exponential over time.

Receptors. Chemical concentrations are monitored by
Chemo-receptor objeds, which attach to and set arbitrary
bytes defined by locus IDs, as for emitters. Recgotor genes
spedfy the locus, the chemical that the receptor responds
to, the gain, the threshold and the nominal output. Many
parts of the brain and body can have receptors attached,
and thus can become responsive to chemical changes.

Biochemical structures. Attaching receptors and
emitters to various loci within brain lobes allows
widespread feedback paths within the brain, particularly in
combination with reactions. Paths have been implemented
to control synaptic atrophy and migration, and also to
provide drive-reduction and learning reinforcement. Other
neurochemical interactions are possble, such as the
control of arousal. However, these have not been
implemented, and we wait to see whether Nature @n
discover them for us.

As wdl as controlling vita neura systems,
biochemistry is used to implement those systems which are
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not actually necessry or compulsory within digital
organisms, yet which would be expeded by the general
public. For example a simple metabdic system is
simulated based on the following reactions:

starch= glucose« glycogen
L CO, + H,O + energy

Similarly, a sdedion of biochemicals and reactions
produce the dfeds of toxins, which may be ingested from
plants or emitted by the various g/nthetic ‘bacteria’ which
inhabit the evironment. These bacteria carry various
‘antigens’, which invoke ‘antibody’ production in the
creatures, causing a very simplified immune response. The
bacterial population is alowed to mutate and evolve,
potentially adding a little co-evolutionary spice to the
proceedings!

3.3 Genetics

As much as possble of the aeature's dructure and
function are determined by its genes. Primarily, this
genome s provided to allow for inherited characteristics—
our users exped their new-barn creatures to show
characteristics identifiably drawn from each parent.
However, we have also gone to considerable trouble to
ensure that genomes are @pable of evolutionary
development, including the introduction of novel

structures brought about by duplicated and mutated genes.

The genome is a string of bytes, divided into isolated
genes by means of ‘punctuation marks. Genes of
particular types are of characteristic lengths and contain
bytes which are interpreted in spedfic ways, although any
byte in the genome (cther than gene markers) may safely
mutate into any 8-bit value, without fear of crashing the
system.

The genome forms a single, haploid chromosome.
During reproduction, parental genes are aossd and
spliced at gene boundaries. Occasional crosover errors
can introduce gene omissons and dugications. A small
number of random mutations to gene bodies is also
applied. To prevent an excessve falure rate due to
reproduction errorsin critical genes, each geneis precaled
by a header which spedfies which operations (omisgon,
dugication and mutation) may be performed on it.
Crossng-over is performed in such a way that gene
linkage is proportional to separation distance allowing for
linked characteristics auch as might be epeded (for
example, temperament with facial type). Beause the
genome is haploid, we have to prevent useful sex-linked
characteristics from being eradicated smply because they
were inherited by a creature of the opposite sex. Therefore,
each gene a@rries the genetic ingtructions for bath sexes,
but only the un-sexed and appropriately sexed genes get
expressed in the phenotype.

Each gen€e's header also contains a value determining
its svitch-on time. The genome is re-scanned at intervals,
and new genes can be expressd to cater for changesin a
creature’s dructure, appearance and behavior, for example
during puberty.
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Some of our genes sSmply code for outward
characteristics, in the way we speak of the “gene for red
hair” in humans. However, the vast majority code for
structure, not function. We could not emulate the fact that
real genes code only for proteins, which produce
structures, which in turn produce daracteristics. However,
we have tried to stay as true as we @n to the principle that
genotype and phenotype are separated by several orders of
abstraction. Genes in our creatures genomes therefore
code for structures guch as chemo-recetors, reactions and
brain lobes, rather than outward phenomena such as
disease-resistance, fearlessness or strength.

4. Discussion and Conclusions

It is difficult to provide any “results’ in this paper, since
the projed was esentially an exercise in engineeing,
rather than science The overall objedive was to create
synthetic, biological agents, whose behavior was
sufficiently life-like to satisfy the epedations of the
general public. Sales figures will be our results, and at the
time of writing, the product is 4gill to be launched.
However, in subjedive terms, we have achieved most of
our ams. the behavior of the aeatures is dynamically
“interesting” and varied and they do indeed appear to
learn. Occasional examples of apparently emergent
“social” behavior have been observed, such as cogperation
in playing with a ball, or “chase’ scenes resulting from
“unrequited love’. However, it is very difficult to establish
how much of this is genuine and how much is conferred
by an observer's tendency to anthropomorphism. The
dynamical behavior of the agents and overall environment
has been gratifyingly stable, and configuring a usable
genotype has not been a probem, despite requiring
approximately 320 interacting genes, each with several
parameters. From that point of view, our belief that such a
complex synthesis of sub-systems was an achievable aim
appears to have been justified.

We beli eve that Creaturesis probably the only commercial
product avail able that all ows home users to interact with
artificial autonomous agents whose behavior is controlled
by geneticall y-spedfied neural networks interacting with a
geneticall y-spedfied biochemical system. As the aeatures
are responsible for coardinating perception and action for
extended periods of time, and for maintaining sufficient
internal energy to survive and mature to the point where
they are @pable of sexual reproduction, it could plausibly
be argued that they are instances of “strong” artificial life,
i.e that they exhibit the necessry and sufficient
conditions to be described as an instance of life. Naturally,
formulating such a list of conditions raises a number of
phil osophical difficulties, and we do not claim here that
the aeatures are alive. Rather, we note that the
phil osophical debate @ncerning the posshility of, and
requirements for, strong artificial life, will beraised in the
minds of many of the users of Creatures. As such, the
“general public’ will be engaging with artificia life
technologies in a more mplete manner when using
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Creatures than when using the other products mentioned
in Sedion 2.2. Furthermore, if we assume that each user
runs 5 to 10 creatures at a time, then after a few months of
reasonable sales around the world, it is possble that there
will be millions, or even tens of millions, of creatures
existing in the “cyberspace’ provided by the machines of
the global Creatures user community. In this ense, the
user community will be helping to create a “digital
biodiversity reserve’ similar to that advocated by T.Ray in
his ongoing work on NetTierra, a major global Artificial
Life research experiment (Ray 19941996. If we coose
to, we @n monitor the evolution of particular features in
groups of creatures. on a local scale there may be little
variation, but national or global comparisons may revea
divergent evolutionary paths. Also, because the aeatures
can learn within their lifetimes, bath from humans and
from other creatures, it should be possble to study the
spread of “culture’ or the emergence of “dideds’ as
creatures, moved from machine to machine via eledronic
mail, teach each other behaviors or language variants. In
this sense, Creatures users could be @nsidered to be
taking part in an international Artificial-Life science
experiment. Hopefully, they will also be having fun.
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